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At the present time there are sufflplently many works In which questions of 
the stability of systems with parameters which are random functions of an 
Independent variable are considered (such as [l to 133, for example). Sta- 
bility In the mean-square Is examined In many of them. 

The following question was also examined In [5 and 63. Let some solution 
of a second order differential equation with constart coefficients Increase 
without limit together with the argument. Is It possible to achieve bound- 
edness of a solution with the same Initial conditions in the mean-square If 
a random function a(t) Is appended to one of the coefficients of this equa- 
tion? The correct answer, obtained in [6 
satisfies the sdme dem,ands as In 153 (a(t 'describes Gaussian white noise, 
say), 

3 
in which the function a(t) 

turns out to be negative. 

In [lOI> In particular, the system of equations 

where the are constants and the r,,(t) random functions 
It turned oti'that this system Is not stable In the mean If tie 

was analyzed. 
functions 

r,,(t) describe Gaussian white noise and the corresponding deterministic 
system is unstabLe. 

The following problem Is posed herein. 

1. Let some deterministic system be described by Equation 

P (1) + a,_*u(“-l) (1) + . . . + a.u u) = f 0) (n>l,o<td~) (1.1) 

in which the coefficients a,, a,,...,~~_, are real constants, the function 
j(t) Is real and 'nr 

I f (1) I < 
(1 ;'XI)P (P>@ x >- 0) (1.2) 

The quantities N, x and p are Independent of t . 
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Replacement Of some coefficient 'j 0':~0, I,..., n-2) by aj - aj(t), where 
a,(t) is a random function, leads to Equation 

u'(n)(t, aj) + a,_lU @-') (I, aj) + . . . + %u (it aj) = I(Q + Qj (t) u(j) (t, a$ 
(j L- 0, 1, . . ., n - 2) (1.3) 

The following Is assumed relative to the random function a,(t) . 
1) The autocorrelatlon range II 6f the random process a,(t) Is zero (") 

2) <a1 (0) = 0, Caj(t) Qj (t + T))= Sj6(Z) (-00 < 1, r<cm;Sj= const>O) 

Here and henceforth, the angle brackets denote the average over the ensem- 
ble. 
(as 

Conditions (1) and (2) are an Idealization of the following conditions 
a - 0 ). 

la) The random proce_ss a,(t) has an autocorrelation range a>o; 
a 

2a) <aj(t)): =O, 
c 

<Qj (1) ai (t + 7)) df = Sj, P L 1 =l . -a 
where yj = coast> 0, P Is probablllty; -oo <t <co. 

It is necessary to clarify the relation between the asptotes of any 
particular solution (t) of (1.1) 
solution u(t; 0,) of 
for u(t). 

Y 1.2), 
and the mean aquare <u (t,aj)> of the 

obtglned under the same Initial conditions as 

The obtained results reduce to the following two theorems. 

Theorem 1.1. If the real part of at least one characteristic 
number of (1.1) Is positive, then the mean square 
lar solution of (1.3) (with the random function a. t 

ua (t, a.)> of any partlcu- 
t) podseasIng properties 

(1) and (2)) increases without limit with t for &ny values S, . 
Theorem 1.2. If the characteristic numbers A, of (1.1) are 

such that Reli< 0 (i = 1, . . . . n), then the mean square <ua 
particular solutlon of (1.3) (with the random f'UnCtlOn a,(t 
properties (1) and (2)) will Increase unboundedly with t If and only If 

Here L.(X) Is the characteristic polynomial of (1.1) ("*) 

Incaee S1<SI* and m>O 
lim (u2 (t, ai)> =z 0 for t -+oo 

To prove these Theorems let us derive an expression for (G(f, aj)). 

2 In (1.3) let the random function a,(t) satisfy the conditions (la) 
and [2*) from Section 1. Equation (1.3) la equivalent to the relation 

(2.1) 
t 

s y+loo ,P (1-Q) 

u ‘it, aj) = u (1) + W (t - 9) aj (q) u(j) (q, a$ dq, W-d=& \ L,(p)+ 
0 y-k3 

l ) A quantlt 
f 

Q > 0 such that for any fixed t and 171 > 0, the randqm 
variables u, t) and a,(t +7) are Independent Is called the autocorrelation 
range. 
l *) Bar example, for the second order equation 

u 0, ao) f 2Pu (t, aJ + ooa li + X0 (41 u 0, ad = 0 (P >O) 

the neceesary and sufficient condition for bOUndedneS3 of arly Pal'tICUlar 
solution In the mean Is S,<48/@, which agrees completely with 161. 
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Here u(t) Is any particular solution (*) of (1.1) and W(t - n) is a 
Cauchy function; y > Reb , where A '13 the zero of the characteristic poly- 
nomial 
zeroes). 

L.(A) of (1.1) which has the greatest real part (or one of such 
As Is known, the function W(t)emYL -0 as t - - no matter what 

the y > Re A . 

The Integral equation 
I 

u(j) (1, aj) = u(j) (t) + 1 W(j) (t - q) aj (q) .(j) (q, aj) dg (i = 0, 1; . . ., n - 2) (2.2) 

0 

la easily obtained from (2.1). 

As Is tiown, the solution of this equation has the form 
00 

IL(j) (t, aj) = 2 U, (t, aj), U, (t, a.) = u(j) (1) f 

(s = 1, 2, . . . 

Here y = IY~,...,Y, ) Is an e-dimensional vector; r. a domain In 
g-dimensional space divided up by means of the InequalItIes 

Qj4(Y)“cQj (YJ aj(Yn). - .aj (YJ, wjs (y) = w(j) (t - y1) w(j) (Y,--Yt) * * . w(j) (Y,_1-Y,) 

Substitution of (2.2) for u(')(t,bj) In (2.1) leads to the relation 

u (6 Qj) = $ V, (1. al) 
a==0 

where 

VO (t9 aj) = u (119 V, (b Qj) = 1 Gjl (Y) aja (Y) u(j’(Y8) dY 

r, 
Gjl (Y) = w (t - YJ 

(s = 1, 2, . . .) 

GA (y) = w (1 - YJ w(j) (y1- Yp) w(j) (Ys- Yu) * * . w(j) (Y,_l - Y*) 

Hence 

(s = 2, 3, . . .) 

<us (t9 aj)> = UB (t) + $ <V, (t, aj) Vc (t, aj)) (s + u>,2). (2.3) 
a. a=0 

This expression Is elmpllfled substantially If the autocorrelation range 
a approaches zero, I.e. if we go from conditions (la), (2a) of Section 1 to 
conditions (1) and (2). 

The following must here be kept In mind. 

a) Each term of the sum In (2.3) la some Integral. Those terms for which 
n = 3 + o la odd vanish together with a . Thle followe from eatlmates, by 
the method expounded in [ll], of the sum of the volumes of those parts of 
the domain of integration I', where the lntegrand 13 not zero. 

b) !l'he contribution in any of the remainlng terms, from Integration over 
those portions of the domain r, whlah do not correspond to grouping of the 
arguments in twos (**), vanishes together with a . This follows from 

iL.Gtic 
or aImplIclty, the Initial condltlonB for u(t) are assumed to be deter- 

. 
l *) OroupIng of the argument3 in twos IB the grouping of 3 + u arguments 
,(Yl, Yrr) (yr, Y4) * . . (Y,,,_l 9 Ys+ah such aat 

yak+1 - Ypk+a Q a* yak+!J-ywaa k-0, i, . . . ,t$%- 
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estimates of the sum of the volumes of such portions of I-., made by the 
same method. 

cl The contribution from Integration over the port.ions.of ia correspond- 
lng to such a grouping of the arg&ents In pairs, for which at least one pair 
of arguments coincides with the arguments of some of the functions 

W(j) (Yi - Yi+,) (i = O, 1, * * *y n - 2) 7 

also approaches zero. This latter is the result of an exact calculatltin of 
such a contribution when passing to the properties (1) and (2) as a limit, 
lf It is here taken Into Recount that w(j) (0) =O for .j x 0, I,..., n - 2. 

Thus only those terms of the sum In (2.3) for which *s = c 'do not vanish 
together with 
those portions tf'the domain r 

In evaluating them It Is necessary to Integrate only over 

ments In pairs, and moreover, 
which correspond to grouping of the argu- 

s&h that none of t&e pairs coincides with the 
arguments of any of the functions w(j). 

Then In the limit as a - 0 the function (u* (t,aj)) takes the form 

u(j) (~,)l’ dv (2.4) 
7I=1 T‘n 

It Is seen already from this formula that If u"(t) Increases without 
limit together with t , then (u2(traj)) will also Increase without limit. 

It Is easy to note that each term of the series in the last f%rmula is a 
convolution, which permits the summation of this series by using the Laplace 
transform. Indeed 

'L {(U2 It, CZj)>} = L {U” (1)) + L {W’ (t)}L {[U(j)(1)J2} z Sjn(L {[IV(j) (1)]2})“-’ 

n=l 

where the symbol L( . ..) denotes the Laplace transform. Hence 

(U2 (t, aj)) = (2.5) 

1 =_ 
L {U2 (t)} + Sj (L {Wz (t)} I, {[U(j) (t)l’} -L ([WC” (t)12} L{~’ (t)}) 

2ni 
eP’dp 

po-iP 
1 - SjL {[W(j) (l)]2} 

Here po> Rep,, where pi are singularities of the integrand. 

For s = 0 the right side of (2.5) becomes equal to us(t) (It should be 
recalled Chat u(t) Is any particular solutlcn of (1.1) and u(t,a ) 1s the 
solution of (1.3) obtained under the same Initial conditions as fok u(t) . 

3. Formula (2.5) permits the solution of the' question of the boundedness 
of the function ($(t,a$) by uslw elementary considerations. 

It follows from (2.5) that If S,> 0 and the characteristic numbers X, 
of (1.1) are such that Re)ii<O (i z l,...,n), then r;he zeroesR;f>thge &no- 
minator are the only poles 01' the lntegrand In the half-plane 
Indeed, the functions 

P * 

L{[W’j) (l)]Z}, L {[u(j) (1)]2} 0’ = 0, 1, . . ., n - 2) 

then have no poles In the half-plane Re p > 0 : for L {[W(j) (t)]*} this fol- 
lows from the properties of the Cauchy function, for L {l&) (1)~2} , from the 
boundedness by the condition on the function ~(t)(o G tcW). 

Hence, Equation 
. - 

~j @) ~ L ([W(j) (1)1*} = Sj-’ 0’ = 0, 1, . . .( n - 2) (3.1) 

should be examined and the location of Its rOOtS on the p plane should be 
Investigated as a and the values of the 
characteristic numbers 

It IS easy to see that for any values of the numbers hi(-cu < Rehi< 30) 
the function e,(p) has the following PrOperties. 
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1. The function 
Re p > 2 Re A, where 

$J (P) Is defined and analytic In the half-plane 

greatest real part. 
A Is the characteristic number cf (1.1) which has the 

2. 

3. 
4. 

5. 
in the 

The 

(since 

The function #, (p) is real on the real half-axis p > 2 Re A . 
Thefunction i,(P)-0 as p-+m. 

If p r 2 Re A , then lim 0, (P) = + m as p 4 2 Re A . 
If Re J.,< 0 (t = l,...,n) , 
closed right half-plane is 

then the greatest absolute value of t, (~7) 
b, (O)> 0 . 

last property follows from the fact that 
W 

ODj (P) = 
s 

[W(j) (t~~2~-pt dt 

0 

the function W(j) (1) is real, 0 < t f 00). 

It follows from properties (2), (4), (1) and (3) that if Re A > 0 then 
at least one root of (3.1) (*) lies on the half-axis P i 2 Re A . Thg nume- 
rator of the lntegrand In (2.5) has the form , 

Sj L (W* (t)) L ((I~(‘) (t)12) ,*’ 

i.e. is greater than zero for real p 
of the denominator. 

for the values of p which are zeroes 
This proves Theorim 1.1. 

If Rehi<O(i= i,...,n), then at least one root of (3.1) Is found in 
the half-plane Rep > 0 if and only if 

Si > Sj6 = (Dj-’ (0) (3.2) 

In fact it follows from property (5) that for S,< SJ* Equation (3.1) can- 
not have any roots in the closed right half-plane. If s, z- S *, then from 
properties (5), (2), (1) and (3) of the function t,(p) results the existence 
of at least one root of (3.1) on the half-axis p > 0 

As is known, if 

ReAi<O (i = 1,. . ., n), If(f 
N 

(1 + w 
(p>O,x>,O;O~~too) 

the following estimate is valid 

1 u(j) (I)[ < ‘j 
ff + XV 

= M, (t) 0’ = 0, 1, . . .) --22;O~t~oo) 

The quantities C, are Independent of t , 
If we put MJa (y. 1 Into (2.4) In place of W (YJP then the new series 

obtalned as result of such a substitution converges to &me function F 
such that fij (1) > (u? (t, a.)> (0 < t < 00). ,Each term of the series for F’ 
(just as the terms of the3 series for (11~ (t, a.)>) ) Is a ccnvolutlon, 
permits using the Laplace transformation to ibtain the equality 

w fch h 

L iFj tf)) = 
L {M,l (t)} b_ Sj (L (TV* (t)} L {Mf (t)) - L ([W(j) (rjpj L {Mo2 (t)}) 

1 - SjL {[W(j) (f)]2) 

(j = 0,i. . . . I n -a) 

Applying the inversion formula to 
matlons of the contour of integration 

investi@thg the defer- 

may arrive at the following conclusion: 
for x = 0 and .m.> 0 ,we 

i < 0 (i = 1, . . ., n), the 
f’;‘;tion y(t) satisfies condition (1.2) and Sj <Sj* (i = 0, i, , , ., n - 2), 

supl (14~ (I, aj)> < x (x > 0, 0 < t < cc), liml <U2 (t, “j)> -0 (x>O,r-co} 

*) Lvldently this same deduction Is valid also for Re A = 0 if 3 is’ less 
than the multiplicity of the characteristic number A or Im A # 0 . 
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Theorem 1.2 Is proved. 

Let us evaluate the quantity 3, 
the definition of the functions )1 

which ap ears In (3.2). According to 
and W(t '5 (Formulas (3.1) and (2.1)) 

co u+ioo 
~j (0) r= ’ [W(j) (t)J’ dt, 

\ 
w(j) (t) = L zje”dz 

0 
2ni s 

Y&cl 
1, (2) 

(i=O,l, . . . , n-23; ReA<r<C) 

After having substituted the expression for W(j)(t) In the first formula 
and having integrated with respect to t , 
by Formula 

the quantity P,(O) Is expressed 

y,+icu y,cico 
oj (0) -= 

& \ dz' c dzz Ln (z,) L,,;1$ (ZI + Z?) 
y,-icu u,-'ice 

('; : 2 ;;,'C,"<G") 

Having evaluated the inner Integral and permitted v, to approach zero, 
we finally obtain ice 

Oj(0) = !& \ L, (z;;“;_ z) 

-im 
n 

It 18 easy to see that the lntegrand takes on only real values on the 
contour of Integration. 

The author Is grateful to G.Ia. Llubarskll for useful hints and assistance 
in edltlng the paper. 
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